
Machine Learning Reveals Pan-Cancer Biomarker
Jesse Michel

Mentored by Andrew Matteson

1 Personal

1.1 Research Background

In my junior year, I came to a new high school (Massachusetts Academy of Mathematics
and Science) that required that I complete a science fair project. I knew that I wanted
to pursue a math-heavy topic because I have enjoyed math my whole life. My preliminary
ideas included combining math with physics in order to optimize a paper airplane design and
perhaps study different folding techniques as well as researching how one might harness the
surface tension of water as a possible mode of transport for heavy objects. However, in the
end I decided to pursue the most creative option by choosing a topic in pure mathematics.

After reading an article by Dr. James Tanton that alluded to the concept of non-integer
bases, I decided to research the construction and properties of Base 1.5 and its relation to a
classic problem in number theory called the Collatz Conjecture. I did not have an advisor,
but despite that, I came upon some interesting and beautiful math. At the state science fair,
I met one of the judges (not mine), Andrew Matteson. He offered to advise me in a future
project, and I gladly accepted.

After several science fairs, I decided that in my senior year I wanted to pursue and present
research in a new field of study that was still mathematically based. I initially considered
physics and theoretical computer science, but came upon bioinformatics and was fascinated.

1.2 What is Bioinformatics?

Bioinformatics is a field that draws from mathematics, computer science, and engineering
to develop biological understanding [26]. Bioinformatics uses many techniques and analyses
to identify the biological mechanisms that underlie biological data. Bioinformatic analy-
sis begins with data such as sequences of DNA, structural information about a protein, or
measures of gene expression. Much of this data is available online in publicly accessible repos-
itories. Using these repositories, researchers can apply various machine learning techniques
to high-quality data without incurring the cost of generating the data themselves.
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1.3 Interest in Bioinformatics

Bioinformatics intrigues me because I respect the potential of biology to help people directly
and I appreciate the mathematical aspects of data analysis. Bioinformatics also appeals
to me greatly because much of the research uses freely available tools and resources. This
allows anyone with an interest and a little brain power to conduct research. I appreciate
the ideology of this type of bioinformatics research: a community of researchers working
together to gain insights into freely available data sets.

1.4 Learning About Bioinformatics

Obtaining an understanding and overview of biology and machine learning was a critical step
before analyzing specific data sets and looking for biologically important features. I obtained
background in bioinformatics from a massively open online course on Machine Learning from
Stanford University. Topics included linear regression, gradient descent, neural networks,
system design, support vector machines, and unsupervised learning algorithms (Ng, 2014).
Programming exercises and quizzes were completed to reinforce the material and provide
understanding of algorithms, although libraries are more practical for most uses. I used
MATLAB to implement the algorithms in the course. Separately, I also received mentoring
in molecular cell biology to complement the machine learning. To obtain an understanding
of breast cancer, I studied topics such as histone modification, transcriptional and post-
transcriptional control of gene expression, and signaling pathways that control gene activity
(Lodish, 2014).

1.5 Location of Research

I conducted most of my research at my home on my laptop. I did not work with any lab or
research program. I met with Dr. Matteson, my advisor, on a bimonthly basis.

1.6 Some Advice

I think that research is mostly a personal challenge, the brain against the problem, and as
a result it is difficult to give meaningful advice. Despite this I will suggest having as much
“structured-unstructured” research time as possible. What I mean by this is to spend some
time pursuing your research (that’s the structured aspect) and to make sure that during that
time you are free to explore beyond your specific area of research. I would strongly suggest
not having a time limit on your work. Just start browsing and enjoy!

I often learned from searching an unfamiliar term on Wikipedia and then searching all
of the terms I did not recognize on that page. This unstructured exploration helped me to
gain a perspective on bioinformatics as a field.
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2 The Research

2.1 Background

2.1.1 Overview

Machine Learning is a type of artificial intelligence that allows computers to recognize pat-
terns and to generate predictions on data sets without being explicitly programmed. Attrac-
tor metagene learning is a machine learning algorithm specifically designed for large gene
expression data sets. Gene expression data sets provide a measurement that indicates a
future phenotype or observable characteristic. In this work, gene expression data are used
in conjunction with pharmacological profiling data (information about how well drugs work)
to provide insight into which groups of people will potentially respond best to a specific
chemotherapy drug. We discovered a biomarker or measurable trait that allows the predic-
tion of biological behavior that provides insight into what drug should be selected to treat a
particular patient with a given type of cancer.

2.1.2 Core Concepts

Biomarkers are measurable traits that allow predictions of biological behavior. Disease-
related prognostic and diagnostic biomarkers provide information about likely patient out-
comes. Prognostic biomarkers predict the likely progression of a disease. For example, a
prognostic biomarker can predict how long a patient will survive or how long before cancer
progresses to a more advanced state. Diagnostic biomarkers indicate the probable effect of a
particular treatment of a disease with a specific drug [2]. Diagnostic biomarkers offer infor-
mation that helps decide between two otherwise comparable treatments. This information
can help make them more valuable than prognostic biomarkers in cancer treatment. Treat-
ing only a specific subgroup of a population, identified using a biomarker, can drastically
improve the prognosis of a patient and ensure that the benefits of a drug are sufficient to
justify exposing a patient to the side-effects of a drug.

Bioinformatic approaches have enabled many advances in understanding cancer and
choosing the best course of treatment. Cancerous cells have molecular features that mark
them as different from normal tissue. Common characteristics of cancer include dividing
uncontrollably and invading surrounding tissues [6]. Cancerous cells proliferate and metas-
tasize through dysregulation of signaling pathways, such as constitutive activation of the
Ras/MEK pathway that drives many of the characteristics of cancer [18]. The goal of drug
research is to identify cellular components, targets, that are affected by chemicals that can
be introduced to improve the outcome of a disease [4]. Drug research in cancer often en-
tails finding potential targets and therapeutic interventions, but identifying the subset of
patients that will benefit from treatment with a specific drug is equally important [26]. Ma-
chine learning techniques in bioinformatics can provide a greater understanding of diseases,
providing tools to discover diagnostic biomarkers [6].
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2.1.3 The Math Driving the Model

Metafeatures or attractor metagene learning is an iterative algorithm that finds groups of
related features and averages across the related features. Metafeatures is the name of the
MATLAB function often referred to as attractor metagene learning. Metafeatures uses
mutual information as the measure of similarity. Metafeatures use of mutual information
makes it particularly useful in biology because relationships between genes are captured
more clearly by this metric than by linear metrics. Metafeatures is useful in biology because
averaging over co-expressed genes better captures the biological phenomena within gene
expression datasets. For the jth gene, in the ith iteration of the metafeatures function, we
generate a weight for the j+1th iteration. The current metagene is Mi, when the correlation
between Mi and Gj is less than zero then:

J(Mi, Gj) = 0

where Gj is the expression of the ith gene, and Mi is the metagene in the current iteration.
For genes that have a positive correlation with the current correlation,

J(Mi, Gj) = I(Mi, Gj)
α

where α > 0 and is used to modify the weighting to vary the number of metagenes generated.
The mutual information between Mi and Gj is 0 ≤ I(Mi, Gj) ≥ 1. An estimate of the
metagene is given by:

Mi+1 = J(Mi, Gj)Gj

J(Mi, Gj) is the “weight” of the gene used in an average. The weight for the jth gene in the
ith iteration is referred to as wji. The vector of all weights at the ith iteration is Wi. For a
given tolerance, the algorithm iterates until

‖Wi −Wi−1‖ < tolerance

The resulting metagenes tend to be weighted averages of co-expressed genes. These averages
are proxies for broader molecular features rather than measures of a single gene alone. The
weighted average of gene expression is a robust measure of molecular phenotypes because
many genes fill the same or similar purposes because of biological redundancy [6].

2.1.4 Previous Approaches

Biological data sets often have many features, making them complicated and challenging to
analyze. In this work, the data sets considered have gene expression measurements for every
human gene: about 20,000 features in total. High dimensionality causes several problems
with data analysis, including visualization of the data. Common approaches are either
to reduce the dimensionality of the data using algorithms like principal component analysis
(PCA), or to identify groups in data using clustering algorithms such as k-means or attractor
metagene learning.
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PCA identifies linear combinations of features that explain the maximal variance of the
data. It does this by using linear algebra techniques to decompose the data into a com-
bination of matrix multiplications. This decomposition allows us to identify a lower rank
matrix that minimizes the sum of squared distances between the true data and the low rank
approximation [22].

K-means is an iterative algorithm that partitions data into a given number of disjoint
subsets. Initially, k-means randomly selects cluster centroids. The algorithm iterates over
two steps: a cluster-label step that labels each of the points as belonging to the cluster with
the nearest centroid, and a centroid update step that calculates the best centroid for a group
given the data in that group. K-means is not guaranteed to find the globally best division
of data into groups, but multiple random initializations often produce a “good-enough”
grouping of data [21].

PCA and k-means are both unsupervised algorithms (meaning that they search for pat-
terns in unlabeled data) that facilitate the visualization of complex data. Feature reduction
is an important element of biological data mining. Attractor metagene learning is also an
unsupervised learning algorithm, but is more relevant to this problem because it more accu-
rately models the underlying biological processes [5].

2.1.5 The Data

Several sources of rich gene expression data sets are available online [22]. These data sets
variously quantify relative gene expression for many patients, samples, cancer types, or
experimental conditions, depending on the specific goals underlying the generation of the
data. Correlations between gene expression and mortality rate can be used to identify likely
targets for therapeutic intervention [23].

2.1.6 Data from the Cancer Cell Line Encyclopedia (CCLE) Analyzed with
Metafeatures

The attractor metagene algorithm developed by Cheng et al. models trends in gene expres-
sion data [5][6]. This algorithm was created specifically for use with biological data. The
CCLE dataset was also deliberately made available for predictive modeling of cell sensitivity
to specific anticancer drugs [12]. Attractor metagene learning has not previously been ap-
plied to the CCLE data. This application provides an opportunity for connecting molecular
phenotypes with outcomes of pharmacological intervention for many important drugs. All
code used to generate the results presented was written in MATLAB.

2.2 Illustrations

Below is the graph used to identify the lymphatic-character biomarker.
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Figure 1: Two Lymphatic-Character
Groups. Metagenes 1 and 2 were generated by
a robust version of metafeatures, which iterates
through n genes with weights that are all initial-
ized to zero except the ith weight, which is set to
one. The value of α that generated the desired
number of metagenes for n = 5000 was 1.2. The
first and second metagenes were graphed against
each other, displaying two groups. A value of
6.7 for the first metagene was chosen to be the
threshold because it effectively separated the two
groups. This is represented by the vertical blue
line on the graph.

2.2.1 Identification of the Lymphatic-Character Metagene

Cheng et al. reported lymphatic-character as a prognostic biomarker, however, we found a
similar signature that was a diagnostic biomarker [5]. Cheng et al. demonstrated the signif-
icance of the lymphatic character as an important prognostic biomarker [5] [6]. Of the genes
listed as the hundred most heavily weighted genes that comprise the metagene, many of them
were common to the metagene discovered from our analysis of the CCLE data set using the
metafeatures algorithm. As a result, we identified the metagene as the lymphatic-character
biomarker. Cheng et al. demonstrated that a high-lymphatic-character biomarker is prog-
nostically protective on a data set of patients that were treated with chemotherapy drugs [5]
[6]. The diagnostic result that the tumors with high lymphatic character are often more re-
sponsive to drugs explains why patients with high-lymphatic-character tumors have a better
prognosis: drugs are more effective for that group. Our result more closely illustrates the
mechanisms that result in a better prognosis for the patients with high-lymphatic-character
tumors. Furthermore, the gene signature for the high-lymphatic-character metagene provides
novel diagnostic information, which should improve prognosis accordingly.

By applying attractor metagene learning to the CCLE data, we found several metagenes.
The most prominent metagene found had CD53, IKZF1, LOC100506779, and ARHGAP30
up-regulated. This is closely related to the metagene found in Cheng et al. that was associ-
ated with the expression of lymphocyte differentiation factors [6]. These two groups happen
to have a dramatic difference in their response to the 24 drugs provided in the CCLE in-vitro
pharmacological profiles. Generally, the high-lymphatic-character cells are more responsive
to drugs [5].

2.3 Implications of The Research

2.3.1 An Overview of Results

Dovitinib, topotecan, and L-685458 are only three of many drugs that show clear separa-
tion between the low- and high- lymphatic-character groups for our biomarker. The insight
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provided by the graphs of dovitinib helps explain why the recent study of dovitinib versus
sorafinib failed and how it could be redesigned in the future. The biomarker separates the
graphs of topotecan into two groups, one of which is far more responsive to treatment than
the other. This sizable subset would reap more benefits from treatment, while the remaining
group may have improved quality-of-life-adjusted survival by avoiding the toxicities asso-
ciated with treatment using topotecan. L-685458 could be extremely effective at treating
this same subset of patients. These three drugs with profound separation between the low-
and high-lymphatic-character groups demonstrate that this biomarker provides meaningful
information for diagnosing patients.

2.3.2 Applications of Biomarker to Clinical Decisions

The 24 different chemotherapy drugs examined showed different levels of separation of re-
sponse for the high- and low- lymphatic-character groups. Six of the drugs showed no
separation in response between the two groups, while eight showed some separation and
nine showed significant separation. This outcome supports the salience of the results for
multiple reasons. If the results had only shown little separation, then the biomarker would
provide little useful information. If all the results had shown significant separation, then
this diagnostic result may have only prognostic meaning. It would imply that the group
identified by the biomarker had a less severe strain of cancer and would be more likely to
survive irrespective of treatment. Due to the varied levels of response for different drugs,
the lymphatic-character biomarker has diagnostic significance. Furthermore, this biomarker
has significance in deciding which drugs to use or combine when there are multiple drugs
available for a given set of cancer patients, as is often the case with topotecan and lapatinib.
Results like this give clinical insight and have the potential to improve cancer treatment.

2.3.3 Lymphatic Character Biomarker as a Diagnostic Pan-Cancer Pan-Drug
Biomarker

The variation in separation between the low- and high- lymphatic-character groups for the
24 chemotherapy drugs and the exemplary results like those of dovitinib, topotecan, and
L-685458 demonstrate that this biomarker is meaningful across many drugs with different
mechanisms of action ranging from γ-secretase inhibitors to tyrosine kinase inhibitors. The
CCLE data set provides both gene expression and in-vitro pharmacological profiles for a
variety of cancers, implying that biomarkers discovered using these data may provide mean-
ing for numerous cancers. The lymphatic-character biomarker has the potential for broad
application across a wide variety of cancers and drugs.

2.3.4 Future Research

More expansive research for the pan-cancer pan-drug lymphatic-character biomarker is im-
perative for improving the treatment of patients with a variety of drugs for a variety of can-
cers. The implications of only three of many drugs with significant separation between high-
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and low- lymphatic-character groups are discussed in this paper. There are still multiple
drugs whose responses should be explored using both algorithmic techniques and pre-clinical
and clinical methods. Methods such as bootstrapping should be used to define more concrete
measures of accuracy for the results presented. Furthermore, the properties that make some
drugs similarly effective for both groups and others significantly more effective for the high-
lymphatic-character groups should be explored. In conclusion, we discovered a meaningful
biomarker with immediate diagnostic implications for numerous chemotherapy drugs.
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