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Personal Statement

The Beginning

In fifth grade, I joined a FIRST Lego League robotics team, and although my team of all first-years placed dead-last at our first ever competition, I was completely hooked. This was the beginning of my obsession with robotics. I would go on to do 8 years of FIRST robotics, through 12th grade.

At the start, my interest peaked in mechanical engineering--I relished in designing and constructing elaborate mechanisms that made solving robot missions simpler. In Lego League, I built one of the few “mega-structures” in the world—a large mechanism that completed up to half the entire challenge at once. In 7th grade, I built a 3D printer from kit parts and was intrigued, inspiring me to teach myself advanced CAD (computer-aided design) in 8th by building a fully 3D-printed four-wheel-drive radio-controlled desert-racing truck from scratch. In Tech Challenge (a more difficult robotics competition for high schoolers), I led the Mechanical and Design division of my team for all 5 years I participated, building robots that won regional and state championships.

Having seen my programmer-teammates code elaborate autonomous routines and automations for the robots I designed, I naturally became curious about the software that controlled the robots as well. As the Covid-19 pandemic lockdown began, with some more time on my hands, I set a goal to explore this new realm.

At the same time, I heard about new trends in robotics--autonomous machines that could disinfect facilities with little to no human involvement, robotic nurses to deliver supplies and materials to the sick, robotic emergency responders, and more. I learned about the tremendous potential of autonomous mobile robots in service applications.

This was plenty enough motivation for me to get started. I borrowed one of my robotics team’s old robots and got to work in my garage, starting with YouTube tutorials and learning the basics of motion control. I didn’t quite know what I was researching yet or what my end goal was, just that I wanted to become an expert in this field and build something useful and novel; the rest I would figure out later.

Becoming a Researcher
With no real internship or mentor, I worked out of my garage or living room for the entirety of the research project, testing the robot on the floor. Equipment-wise, I eventually built a basic robot drive base of my own to test my software with and returned my robotics team’s old robot.

I began the project a novice in robot motion control and was forced to self-learn. Motion control does involve a fair amount of math. I started with the basics and learned what other high school and college robotics teams did to control their robots. I digested all that YouTube (my favorite way to learn) had to offer and then read papers and documentation written by other teams. With limited knowledge in calculus, I read about Proportional-Integral-Derivative control. I used what I learned in physics about kinematics to understand the equations of traditional motion profiling. After this, I read online articles and found digestible research papers on the subject. I found that the most effective way to learn was by replicating—trying to achieve the same functionalities with my own robot. This also paved the way for my own research, which worked built off and improved existing methods. The first months were spent in great confusion, and I ended up restarting with a clean repository several months in, but things eventually started to click in my head.

The result was highly rewarding. I utilized math and physics concepts I learned in class and saw and measured their exact effects on an actual robot. The kinematic equations accurately predicted and could govern the robot’s motion. The integral and derivative of the robot’s velocity proved extremely useful values to help the robot correct for error.

If I have any advice, it’s that you should just get started. You don’t need to know where your research will end in order to begin. And if the math seems intimidating, the best way to learn is by doing and taking one step at a time.
Research Section

Abstract—Recently, a trend is emerging toward human-servicing autonomous mobile robots, with diverse applications including delivery of supplies in hospitals, hotels, or labs where personnel are scarce, or reacting to indoor emergencies. However, existing autonomous mobile robot (AMR) motion is slow and inefficient—a foundational barrier to proliferation of human-servicing applications. This research has developed a motion control architecture that demonstrates the potential of several algorithms for increasing speed and efficiency. These include a novel PI(t)D(t) controller that sets integral and derivative gains as functions of time, and motion-profiling applied for holonomic motion. Resulting performance indicates potential for faster, more efficient AMRs, that maintain high levels of accuracy and repeatability. The hope is that this research can serve as a proof of concept for faster motion-control, to remove a key barrier to further use of human-servicing mobile robots.

I. INTRODUCTION

State-of-the-art autonomous mobile robots use an array of sensors such as lidar, depth cameras, and odometry to achieve localization and real-time detection of obstacles, and are capable of generating and following smooth paths and avoiding obstacles in real time [1][2]. Today, a vast majority of autonomous mobile robots operate in warehouses and factories, typically, repetitively transporting heavy loads, where speed of the robots is not as much of a concern. Recently, there has been a trend toward applying autonomous mobile robot technology in human-servicing applications [3]. Moxi, developed by Diligent Robotics, is a good example. Named one of the top 100 inventions of 2019 by TIME, Moxi is a robot that delivers light supplies in hospitals, so that nurses and staff, who are in short supply in many places, can focus their efforts on patient care [4]. Numerous other startups and research groups are also emerging with service autonomous mobile robot technology. Other robotic couriers also operate in hospitals [5][6], robots have been studied in caring for the elderly [4], numerous mobile robots have been developed to interact with humans and/or deliver supplies in hotels or restaurants, and a group is researching mobile robots to autonomously perform chemistry experiments in a lab [7].

However, there is still a fundamental barrier to expanding use of autonomous mobile robots in human-servicing applications: speed and efficiency of motion. Navigation of mobile robots requires high robustness in order to function in a variety of environments without causing safety concerns. Therefore, existing autonomous mobile robots travel at low speeds and low accelerations, with movement patterns that take unnecessary amounts of time (i.e., inefficient path-planning, or stopping unnecessarily and losing momentum). With the example of Diligent Robotics’ Moxi robot, Moxi travels at an estimated 17 in/s and takes about 5 seconds for a 360-degree rotation (these estimates are based on online video-reference material), while a human walks at an estimated 55 in/s. These speeds mean the robot is not nearly as effective as a human and has much room for improvement. In addition, Moxi navigates on a mobile robot base developed by Fetch Robotics, the leader in the autonomous mobile robot industry [8] and represents state-of-the-art mobile robot technology that is available today. While autonomous mobile robots move so slowly, the proliferation of their use alongside humans in human-centric environments is not very efficient or practical.

Mobile robots can generally be classified as either holonomic (if its wheelbase has three degrees of freedom), or non-holonomic (its wheelbase has two or fewer degrees of freedom). A holonomic wheelbase was chosen for this
study, because it is always desirable for a mobile robot to have full control of the three degrees of freedom (although, at a cost of vibration and energy efficiency), which results in unrestricted motion in all directions along the plane of the ground [9]. Mecanum wheels are used most often for holonomic mobile robots for their reliability and simplicity.

State-of-the-art, traditional control systems must use a combination of methods to achieve navigation. Robust sensors first must provide localization and mapping data. An algorithm must then calculate a path for the robot to follow. Finally, the robot must have some method(s) of following this path. In regard to the path-following task, two common methods include PID control and motion profiling.

Proportional-integral-derivative (PID) control is currently the most widely used control method in industry and robotics and performs robustly on a variety of systems [10]. For robust control, PID gains must first be tuned to the system. There has been significant progress made in efficiently and effectively tuning PID gains. The Zeigler-Nichols tuning method is frequently used. Onat developed graphical methods for tuning PID gains [11]. To solve the problem of needing expert knowledge on the system behavior in order to manually tune the controller, there have also been many automatic PID tuning methods that can maintain robust control with unknown or time-varying system behaviors. Tang proposed an optimal PID controller in which the PID gains are self-tuned using fuzzy logic [12]. Mitsukura has developed a self-tuning PID controller using a genetic algorithm and generalized minimum variance control laws, which just requires some suitable user-specified parameters [13]. Papadopoulos developed an automatic tuning PID controller using the magnitude optimum criterion for a typical single-input single-output plant [14]. However, traditional PID control methods fail to achieve optimal speed and control performances at the same time, especially for mobile robots, which are typically mechanically capable of high accelerations; PID is a linear controller, while mobile robots are non-linear systems [15], [16], [17]. The result is that a PID controller sacrifices robots’ speed in order to minimize overshoot and oscillations.

Motion profiling is another frequently used method of motion control. By knowing the mechanical constraints of the system, motion profiles predict kinematic information (such as acceleration and velocity) as a function of time for a particular path. These predicted kinematic information are then used to influence the robot’s real behavior. Trapezoidal motion profiles are a common method of motion profiling; this approach assumes the magnitude of the robot’s acceleration is binary—either zero or a predefined constant. Trapezoidal profiles tend to cause overshoot, vibrations, and require more time to reach a desired position [18]. S-curve motion profiles perform better and are also common; in this approach, the magnitude of the robot’s jerk is binary—either zero or a pre-defined constant [19], [20]; this more closely models the behavior of a real robot. Motion profiling itself is a feedforward control method, meaning it does not take any sensor feedback and doesn’t react to random error, and therefore doesn’t perform well on its own. It is primarily beneficial for reliability and repeatability. In addition, motion profiling has seldom been researched for holonomic mobile robots.

The purpose of this research is to propose a motion control framework that improves speed and efficiency of AMRs to enable proliferation of applications. The primary metrics are to reach higher speeds and efficiency compared to state-of-the-art methods, while maintaining industry-standard safety.
II. METHOD

2.1 General Architecture

The proposed architecture enables full functionality of an autonomous mobile robot. It contains the following components: sensors, such as encoders, lidar, or cameras, first are used to localize the robot and generate a map of surroundings. An A* algorithm or similar algorithm can be used to generate the most efficient path from the robot’s current position to a target position while avoiding obstacles [21]. Finally, the robot follows the path using two main methods: 1) a novel, highly optimized controller for mobile robots called the PI(t)D(t) controller, combined with a pure pursuit algorithm, and 2) holonomic motion profiling.

This research focuses on the path-following step.

The holonomic motion profiling is a form of feedforward control and is important for increasing consistency between trials, while the PI(t)D(t) controller with pure pursuit algorithm is a form of feedback control and is necessary to correct for deviations from the target path. The outputs of the two path-following methods are superimposed to govern the robot’s motion. The overall control system flow diagram is indicated below:

![Full Control System Flow Chart](image)

2.2 Holonomic Motion Profiling

Motion profiling utilizes the robot’s measured constraints and a path (a series of coordinates containing X, Y, and heading) to project the robot’s kinematics (velocity, angular velocity, acceleration, and angular acceleration) as a function of time when following the path [22]. This serves a number of purposes. Firstly, knowing the projected
velocity and acceleration of the robot at a point in time can be used to influence the robot’s motion. Secondly, projecting the behavior of the robot enables a prediction of the time necessary to follow a path. This is generally useful information for practical applications but is also vital to the functionality of the PI(t)D(t) controller, which will be discussed later.

The robot’s constraints must first be measured. These constraints include:

- $k_{v_x}$, $k_{v_y}$, $k_{v_h}$ are the slopes of linear velocity vs input voltage curves for x, y, and heading, respectively. These were measured using a quasi-static voltage ramp-up test.
- $k_{a_x}$, $k_{a_y}$, $k_{a_h}$ are the slopes of linear acceleration vs input voltage curves for x, y, and heading, respectively. These values were tuned manually; in the tuning process, the robot accelerates, then moves at a constant velocity, then decelerates, in a straight line, using just feed-forward control. The $k_a$ values were then tuned such that the real velocities of the robot matched the target velocities as closely as possible.
- $v_{x,\max}$, $v_{y,\max}$, $v_{h,\max}$ are the maximum linear velocities of the robot for each degree of freedom (when the other two degrees of freedom are fixed). These were measured by inputting the maximum voltage to the robot’s motors and measuring the velocity when it stabilizes. Alternatively, the maximum velocities can be decreased if the system is unsafe at the measured $v_{\max}$.
- $a_{x,\max}$, $a_{y,\max}$, $a_{h,\max}$ are the maximum linear accelerations of the robot for each degree of freedom (when the other two degrees of freedom are fixed). These were measured by rapidly accelerating the robot from rest and measuring the resulting acceleration.
- $j_{x,\max}$, $j_{y,\max}$, $j_{h,\max}$ are the maximum linear jerks of the robot for each degree of freedom (when the other two degrees of freedom are fixed). These values were estimated and manually tuned.

When creating the motion profiles, the robot first designates a limited power for rotation and translation to realistically model the robot. Because the robot has to sustain simultaneous motion in all three degrees of freedom, the effective $v_{x,\max}$, $v_{y,\max}$, $v_{h,\max}$ are different from the values that were measured when testing each degree of freedom independently. This difference is proportional to the ratio of power needed for translational and rotational motion (i.e., if a path contains significant rotation, less power can be allocated to the translation and the maximum linear velocity will be reduced). (Note that this initial step is only necessary if the robot is expected travel at or near its maximum input power at any time). For ease of calculation, it is assumed that the acceleration and jerk take negligible time compared to the time spent at a stable “travel velocity” and “angular travel velocity”. We can denote the robot’s travel velocity as $v$, and the robot’s angular travel velocity as $v_{\text{ang}}$. Knowing the path’s total length $\Delta x$ and total angular displacement $\Delta h$, we know that \[ \frac{\Delta x}{v} = \frac{\Delta h}{v_{\text{ang}}} \], because the time taken for translation should equal the time taken for rotation (as they would happen synchronously). Therefore, we can find the ratio \[ \frac{v}{v_{\text{ang}}} = \frac{\Delta x}{\Delta h} \] Using $kv_x$, $kv_y$, and $kv_h$, which determine the linear relationship between velocity and motor voltage, we can determine the ratio of voltage that should be allotted to translation and rotation. The ratio of voltage can be used to determine a new $v_{\text{linear},\max}$ and $v_{h,\max}$ for this particular path. This step is the primary difference between the holonomic motion-profiling algorithm developed in this research and non-holonomic algorithms.
The motion profiles for linear velocity, angular velocity, linear acceleration, and angular acceleration, are then calculated separately, similarly to most existing motion profiling methods. A seven-part motion profile is used for each; to demonstrate what this looks like, a real motion profile for linear acceleration can be seen below with the corresponding position vs time plot:

![Acceleration Motion Profile](image1)

![Y-Position Motion Profile](image2)

Fig. 2. Example Acceleration and Position Motion Profiles.

To create this seven-part plot, constant-jerk kinematic equations are used. The first three sections bring the hypothetical robot up to maximum velocity, and the last three sections return the robot to zero velocity. In the middle section, the robot is at zero acceleration at maximum velocity. In the first, third, fifth, and seventh sections, the robot is at its maximum jerk. In the second and sixth sections, the robot is at its maximum acceleration. By solving series of kinematic equations, the robot can determine the precise timing of each section of the motion profile, to ensure that the kinematics enable the robot to reach its precise destination as efficiently as possible.

It is worth noting that the motion-profiling calculations assume the robot will reach maximum velocity. However, if the kinematic equations demonstrate that the path is too short, such that the robot is unable to reach maximum velocity before reaching its target, motion profiling is simply not used. Instead, the PI(t)D(t) controller with pure pursuit algorithm is used alone. When the path is this short, the task resembles correcting for large errors rather than following a long path, so feedback control is more fit for the situation.

2.3 PI(t)D(t) Controller with Pure Pursuit

The PI(t)D(t) controller and pure pursuit algorithm work together to both follow the path and correct for error. The pure pursuit algorithm first looks for a point on the path to “follow”, then the PI(t)D(t) controller maneuvers the robot toward that point. The PI(t)D(t) controller is a novel, highly optimized controller for mobile robots.

The pure pursuit algorithm is a well-established algorithm used in path-tracking [23][24]. The robot has a “look-ahead distance”, $d$. The robot will look for a point ahead on the path that is a distance $d$ away; $d$ is typically a hyper-parameter defined by the user. A larger look-ahead distance will result in smoother motion but more deviation from the path. A smaller look-ahead distance requires the robot to follow the path more strictly. For the proposed control system, the look-ahead distance is tuned based on wheel-slippage (this will be further discussed below) but is generally in a middle-ground.

The PI(t)D(t) controller functions much like standard PID controllers. Three of these controllers are used—one governs x-axis position, one governs y-axis position, and one governs robot heading. Each controller takes the plant error—the error between the robot’s current pose and the look-ahead point—as input, and outputs a 1D vector.
between 0.0 and 1.0 in the corresponding degree of freedom (x, y, or heading), where 0.0 denotes zero velocity, and 1.0 denotes maximum velocity.

Like a PID controller, the PI(t)D(t) has a proportional, integral, and derivative output, however, each is calculated differently. The proportional output is calculated as \( k_p \) (proportional gain) times error, denoted by \( e \). However, performance was improved by limiting the acceleration on the robot to improve traction. Acceleration is controlled by two hyperparameters; the “start-power” \( u_0 \), and “ramp-up” \( a \). The start-power is the greatest velocity the wheels can be driven at to accelerate the robot from rest without wheel slippage. The ramp-up is the robot’s maximum linear acceleration. The proportional output begins at \( u_0 \), and ramps the speed up, while gradually decreasing as the robot nears the target. A max function is used to ensure the ramp-up doesn’t push the proportional output over 100% speed. The proportional output \( u_p \) is calculated as follows:

\[
 u_p = k_p \times \text{max} \left( \left\{ u_0 + a(1 - e), 1.0 \right\} \right) \times e \quad (1)
\]

The integral output depends on a few more variables, which we shall first define. \( t \) is the current time elapsed since the controller began controlling the robot. \( T \) is the estimated time for the entire desired motion, which was calculated with the motion profiles. \( k_i \) is the integral gain. To calculate the integral output, first we take the integral of \( e \). This integral is then square-rooted to increase the relative significance of small errors, which are hard to correct for mobile robots due to friction. This quantity is multiplied by the ratio of \((\frac{t}{T} + 1)\); this enables the integral output to increase as time passes and the robot nears the end of the path. The reason for this is that, at the end of the path, the robot has very little momentum, and the proportional output is low, so small steady-state errors are hard to correct for. Finally, this quantity is multiplied by \( k_i \), to calculate the final integral output \( u_i \):

\[
 u_i = k_i \times \left[ \int_0^t e \times (\frac{t}{T} + 1) \right] \quad (2)
\]

To calculate the derivative output of the PI(t)D(t) controller, the derivative of the error is first calculated. This derivative is then divided by the “time-factor”, which is calculated as the fourth power of the quantity: \( t \) divided by \( T \) plus 1. The time-factor has the effect of exponentially decreasing the derivative output as the robot reaches the target; this enables extremely high deceleration when the robot has a lot of momentum, and lesser deceleration when the robot is near the end of the path. This is critical to achieving a short stopping distance while allowing the robot to maintain high travel speeds. Finally, this quantity is multiplied by \( k_d \) (the derivative gain), to calculate the final derivative output \( u_d \):

\[
 u_d = k_d \times \frac{d}{dt} \frac{t}{(\frac{t}{T} + 1)^4} \quad (3)
\]

The control law of the entire PI(t)D(t) controller is indicated as below (the sum of the proportional, integral, and derivative outputs):
\[ u_{net} = u_p + u_i + u_d \]
\[ = k_p \max\{u_0 + \alpha(1 - e), 1\} \]
\[ + k_p \int_0^t e \left(\frac{t}{T} + 1\right) dt + k_i \int_0^t e \left(\frac{t}{T} + 1\right) dt + k_d \frac{de}{dt} \left(\frac{t}{T} + 1\right)^4 \]

Because three PI(t)D(t) controllers are used at once to control the robot’s three degrees of freedom, one or more of these may have the target position equal to the robot’s starting position, or very close (in other words, the starting error of a controller is 0). Take for example, moving in a straight line in the y-axis; this requires the x-axis and heading to remain unchanged. In addition, the difference between the target and starting state (in other words, the starting error of the controllers) may be different for different paths; the difference for heading can be anything between 0 and 180 degrees depending on the desired path, and the look-ahead distance (which is constant), which is the difference in XY position between the target and starting state when the pure pursuit controller is in use, can be divided between the X and Y axes. Therefore, it makes sense for the error of the controller to be calculated as a percentage: \( \frac{\text{current error}}{\text{starting error}} \). When the starting error is close to zero, the percentage error is close to infinite, which results in erratic robot behavior. To stabilize the behavior, a function was created to scale the starting error up when it is below 8.5 inches, which is indicated below (\( y \) is the scaled starting error; \( x \) is the raw starting error):

\[ y = x + \frac{5}{0.6(x + 0.9) + 1} \{ x < 8.5 \}, \]
\[ y = x + 0.746 \{ x > 8.5 \} \]

Fig. 3. Error-scaling function for PI(t)D(t) controller.

Overall, the PI(t)D(t) controller enables significantly faster travel speeds for the robot, mainly due to more effective deceleration. The controller also handles acceleration and steady-state errors more effectively than a PID controller.
III. EVALUATION AND DISCUSSION

3.1 Mechanical Prototype

To test the effectiveness of the motion control system, a holonomic mobile robot platform was developed. The robot is approximately 0.45x0.45x15 meters in size, and approximately six kilograms. The robot utilizes 12V brushed DC motors and a 12V NiMH battery and has a RK3328 Quad-core ARM Cortex-A53 processor with 8 GB of memory. These components were chosen to develop a cost-effective testing platform that could run different motion control frameworks and allow for direct comparison.

![Robot Prototype](image)

Fig. 4. Robot Prototype.

The sensors that the robot has onboard include three encoders and an inertial measurement unit (IMU). The three encoders are each attached to an omni-wheel to create three “odometry modules”; two odometry modules face the robot’s y-axis and are positioned at the right and left side of the robot, while one odometry module faces the robot’s x-axis and is positioned near the back of the robot. Using some trigonometry, these three cost-effective odometry modules can be used to achieve accurate localization.

![Single Odometry Module](image)

Fig. 5. Single Odometry Module.

3.2 Mecanum Locomotion

The motion-control frameworks described in this research can be applied to any holonomic mobile robots. However, a mecanum drive was chosen for testing, for their simplicity and popularity in holonomic autonomous mobile robots.

A simple thrust-vectoring algorithm was developed to convert the X, Y, and rotation velocity vectors outputted by the PI(t)D(t) controller and motion profiles into voltages for all 4 motors that will enable the specified combination of X movement, Y movement, and rotation. Similar thrust-vectoring algorithms can be used for other types of holonomic robots.
3.3 PI(t)D(t) Controller Evaluation

The effectiveness of the PI(t)D(t) controller was first evaluated independently from the rest of the motion control system. A manually-tuned PID controller was chosen as a baseline for comparison for the PI(t)D(t) controller [10]. Two main evaluations were conducted. Firstly, the controllers moved the robot from a starting location to a setpoint, a certain distance away. Secondly, the controllers were integrated with a Pure Pursuit algorithm to allow the robot to follow a simple straight-line path, in order to test the path-following speed of each controller. In each evaluation, the setpoint is considered reached if the robot stops within 1 inch or less of error, and with a negligible velocity.

In this first evaluation, the robot began 1 ft., 2 ft., 3 ft., 4 ft., 6 ft., 9 ft. from the setpoint. Two trials were run for each distance, once using the PID controller, and a second trial using the PI(t)D(t) controller. The error in the system (which is measured as the distance between the robot and target) is plotted against time for each trial:

As shown in Fig. 6, the PI(t)D(t) is always able to reach the setpoint in less time compared to PID. Both systems experience none or negligible overshoots. The amount of improvement between PI(t)D(t) and PID for each trial is plotted below, where the y-axis denotes the percentage less time taken to reach the setpoint:

Fig. 6. Error plots for each controller test trial.
Fig. 7. PI(t)D(t) Performance Improvement (in percentage less time taken) at Different Distances.

The general trend is that PI(t)D(t) significantly outperforms PID when the test distance is small, and the performance improvement settles at about 5% as the test distance increases.

Because PI(t)D(t) has much more robust acceleration and deceleration, the tuned gains for PI(t)D(t) enable it to travel at high maximum speeds, at which a PID controller would face oscillations near the target.

In the second evaluation, the robot follows a nine-foot-long straight path for ten trials, using a pure pursuit algorithm combined with a either PID or PI(t)D(t) controller. Five look-ahead-distances are tested: 6 in., 8 in., 12 in., 16 in., 24 in., for two trials each (one with PI(t)D(t) controller, and one with PID controller). The purpose of this test is to compare PI(t)D(t) with PID controllers when following a path, and to determine the impact of the look-ahead-distance. The error in the system is plotted against time for each trial (only two trials are shown below):

Fig. 8. Error vs Time plot for path-following controller test.

During the path-following trials, the pure pursuit algorithm with PI(t)D(t) performs significantly better, reaching near the setpoint in approximately $\frac{2}{3}$ of the time taken by the PID controller. This is likely because, after accelerating up to speed and until reaching within the look-ahead distance to the end of the path, the pure pursuit controller allows the robot to go continuously at the robot’s maximum velocity. The PI(t)D(t) enables a much higher maximum velocity, and the performance difference between PI(t)D(t) and PID increases over time.

In addition, the optimal look-ahead distance was determined to be roughly 12 inches for the PI(t)D(t) system and, 6 inches for the PID system (for the PI(t)D(t) system, a 6-inch look-ahead-distance resulted in instability and wheel slippage at the end of the path). However, the time difference between 6- and 12-inch look-ahead distances was insignificant; therefore, a look-ahead distance of 12 inches was used during the entire control system evaluations (described below).

3.4 Control System Evaluation
To test the entire control system, 60 total trials were run. 3 different test scenarios with varying complexity were used, and each scenario was tested for 10 trials using PI(t)D(t) controller with Pure Pursuit with Motion Profiling (this will be called “PI(t)D(t) system” for short), and 10 trials using just PID controller with Pure Pursuit (this will be called “PID system” for short). The 3 test scenarios are as follows (the arrows denote the robot’s target heading at various points in the path, the red dot denotes the target pose, and the robot icon denotes the starting pose):

![3 test scenarios](image)

Fig. 9. 3 test scenarios.

Only the robot’s X and Y position were considered in this evaluation, as rotation is quicker than translation, and therefore heading does not affect the time taken to reach the target.

Firstly, we evaluate the speed of the proposed control system. These are the error vs time curves for each scenario (averaged across all ten trials):
Fig. 10. Error vs Time plots for the three scenarios (red denotes PI(t)D(t) system, blue denotes PID system).

As Fig. 10 demonstrates, the PI(t)D(t) system consistently reaches the target more quickly than the PID system, despite sometimes taking more time to correct steady-state error.

The average speed of the robot for each scenario is also measured:

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Scenario</th>
<th>Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Avg.</td>
<td>2 Avg.</td>
<td>3 Avg.</td>
</tr>
<tr>
<td>Speed</td>
<td>Speed</td>
<td>Speed</td>
</tr>
<tr>
<td>PI(t)D(t)</td>
<td>32.70056</td>
<td>31.93082</td>
</tr>
<tr>
<td>System</td>
<td>in./s</td>
<td>in./s</td>
</tr>
<tr>
<td>PID</td>
<td>26.75437</td>
<td>29.47915</td>
</tr>
<tr>
<td>System</td>
<td>in./s</td>
<td>in./s</td>
</tr>
</tbody>
</table>

The average speeds corroborate these conclusions. The PI(t)D(t) system is able to consistently maintain a higher speed. The performance of PI(t)D(t) system and PID system is closest in Scenario 2, which is the path with the most simultaneous rotation. The significant amount of rotation limits the remaining power available for translation, therefore decreasing the difference in translational speed between PI(t)D(t) and PID systems. However, PI(t)D(t) system consistently outperforms the baseline.

The proposed PI(t)D(t) system demonstrates comparable safety with the PID system. The first metric for safety is path-following “error”, where “error” is now taken to mean the amount of deviation from the target path (note that an acceptable amount of error is subjective to the particular application). For a visual evaluation, the real paths followed by the robot from one randomly chosen trial in each scenario (the path followed by the robot in all ten trials in the same scenario are extremely similar) is plotted on top of the target path:
Visually, it can be seen that the PI(t)D(t) controller generally has more error, and the error increases with increasing complexity of the path, however, the errors are not excessively significant in any scenario.

Quantitatively, the average errors from the target path in each trial were also calculated. The robot’s error was recorded in intervals of roughly 20 milliseconds; this interval was interpolated to 1 millisecond, and the error at each interval was averaged. The average errors from the target path for all ten trials per scenario, are listed below in Table 2:

### Table 2: Mean Deviation from Target Path (in.)

<table>
<thead>
<tr>
<th>Trial: Scenario</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>10-Trial Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI(t)D(t)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scenario 1</td>
<td>1.865</td>
<td>1.777</td>
<td>1.819</td>
<td>1.769</td>
<td>1.637</td>
<td>1.933</td>
<td>1.920</td>
<td>1.733</td>
<td>1.874</td>
<td>1.908</td>
<td>1.823</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>1.556</td>
<td>1.536</td>
<td>1.679</td>
<td>1.685</td>
<td>1.540</td>
<td>1.700</td>
<td>1.539</td>
<td>1.774</td>
<td>1.813</td>
<td>1.740</td>
<td>1.656</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>2.379</td>
<td>2.352</td>
<td>2.332</td>
<td>2.592</td>
<td>2.365</td>
<td>2.364</td>
<td>2.650</td>
<td>2.396</td>
<td>2.563</td>
<td>2.444</td>
<td>2.444</td>
</tr>
<tr>
<td>Traditional PID</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scenario 2</td>
<td>0.975</td>
<td>1.003</td>
<td>1.031</td>
<td>1.067</td>
<td>1.001</td>
<td>1.092</td>
<td>0.970</td>
<td>0.916</td>
<td>0.710</td>
<td>0.846</td>
<td>0.961</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>1.506</td>
<td>1.566</td>
<td>1.526</td>
<td>1.617</td>
<td>1.520</td>
<td>1.649</td>
<td>1.642</td>
<td>1.503</td>
<td>1.564</td>
<td>1.512</td>
<td>1.561</td>
</tr>
</tbody>
</table>

The average error from the PI(t)D(t) system ranges from 18% more than the PID system for simpler paths, to 72% for paths with much more curvature. However, all the average errors remain under 2.5 inches, which is an acceptable range for a large majority of autonomous mobile robot tasks.
The maximum error, across all ten trials, for each scenario, are also listed below, in Table 3; this value represents the worst-case possibility when following each path.

Table 3: Maximum Deviation from Target
Path Over All Trials (in.)

<table>
<thead>
<tr>
<th>Path</th>
<th>Maximum Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>4.401</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>3.493</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>10.483</td>
</tr>
<tr>
<td>PI(t)D(t)</td>
<td>Scenario 1</td>
</tr>
<tr>
<td></td>
<td>Scenario 2</td>
</tr>
<tr>
<td></td>
<td>Scenario 3</td>
</tr>
<tr>
<td>Traditional</td>
<td>Scenario 1</td>
</tr>
<tr>
<td></td>
<td>Scenario 2</td>
</tr>
<tr>
<td></td>
<td>Scenario 3</td>
</tr>
</tbody>
</table>

The maximum error from the PI(t)D(t) system ranges from 22% more than the PID system for simpler paths, to 49% for paths with much more curvature. For scenario 3, the deviation from the target path becomes more significant. 10.5 inches of error may be insignificant depending on the use-case and environment; however, the maximum error resulting from the PI(t)D(t) system in simpler paths, such as scenario 1 and 2, are very safe. Overall, from the perspective of deviation from the target path, PI(t)D(t) demonstrates acceptable performance.

The second metric for safety is repeatability. The paths followed by the robot in different trials of the same scenario appear nearly indistinguishable; qualitatively, the robot’s motion is extremely repeatable. For a quantitative evaluation, the number of trials within various ranges of path-following error, for all three scenarios for the PI(t)D(t) system and the PID system, are plotted below in Fig. 12:

![Distribution of Mean Path Following Errors](image1)

![Distribution of Mean Path Following Errors](image2)

Fig. 12. Repeatability of Path Following Error.
The spread of error is very comparable between the PI(t)D(t) system and the PID system. For both, nearly all trials in the same scenario, and even in different scenarios, don’t vary more than 1 inch in mean path following error. The repeatability in terms of path following error is very high.

The repeatability in terms of speed and timing is evaluated as well. For each scenario, the number of trials that took different ranges of time to reach the target are plotted below, in Fig. 13 (red denotes PI(t)D(t) system behavior, blue denotes PID system behavior):

![Graphs](image)

Fig. 13. Repeatability of path-following time in each trial.

(Left: PI(t)D(t) System; Right: PID System).

The spread of errors is very comparable between the PI(t)D(t) system and PID system for scenarios 1 and 3. Scenario 2 causes a larger spread of error for both the PI(t)D(t) system and PID system, likely because the high degree of simultaneous rotation in scenario 2 causes inconsistencies near the end of the path, which causes different amounts of time to be taken to correct for steady-state errors. The trend also shows that the timing inconsistency as a percentage of total path duration is likely to decrease for longer paths.

Overall, the safety of the PI(t)D(t) system is comparable to the PID system, with the PID system sometimes performing better, though both meet safety standards in most applications.
IV. CONCLUSIONS

In this paper, a novel motion control approach is proposed. A new controller, PI(t)D(t), was developed, which scales errors for more stable behavior and more robust steady-state error correction, and sets the integral and derivative outputs as functions of time for more robust deceleration. Motion Profiling was also adapted for use in a holonomic robot, enabling smoother and more repeatable motion. Combining these elements with a pure pursuit algorithm, the overall architecture can enable greater path following speeds. Through testing a real mecanum drivebase on pre-set paths, it was determined that the PI(t)D(t) controller independently outperforms the PID controller in speed by up to 25%. In addition, the overall motion control architecture significantly outperforms a PID controller with a pure pursuit algorithm in path-following speed, and is comparable in repeatability and path-following accuracy in most cases. There are some limitations to the conducted tests; for example, the test platform is not an exact representation of real service robots because of its weight and size, and the robot was only tested on a solid flat surface. Overall, the methods described demonstrate significant potential to improve speed and efficiency of mobile robot motion, potentially enabling proliferated usage in human-servicing applications.
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